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The para- to ferromagnetic transition in FeZP has been studied using Miissbauer spectroscopy. 
The magnetic hyperfine fields drop abruptly from about half of their saturation values to zero 
at 214.5 K indicating a first order transition. The isomer shifts show a discontinuous change at 
the transition point. For some samples the transition takes place over a wide temperature range, 
probably due to impurities and other imperfections in the samples. From the magnetic hyperfine 
fields at 15 K the magnetic moments can be deduced to be 1.14 ,uue and 1.78 ,uB for Fe(l) and Fe(2), 
respectively.‘An assignment of the components in the Mossbauer spectra to the two crystallo- 
graphically nonequivalent iron positions has been made from the temperature variation of the 
spectra. 

The ordering of metal vacancies has been investigated by a Miissbauer study of a nonstoichio- 
metric Fe,P sample and by an X-ray diffraction study of a nonstoichiometric Mn2P crystal. 

1. Introduction 

1.1. Previous Work 

The chemical and physical properties of 
Fe,P have been studied in several investiga- 
tions. There are, however, appreciable differ- 
ences between the results reported by different 
investigators, particularly as regards the 
magnetic properties. While the actual occur- 
rence of a paramagnetic/ferromagnetic tran- 
sition in Fe,P is well established, there is 
considerable disagreement between the various 
determinations of the Curie temperature and 
the saturation magnetic moment for the 
ferromagnetic phase (Z-9). It appears that 
these discrepancies might, at least to some 
extent, depend on the lack of rigorous 

* Present address: Physics Department, University 
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chemical and physical definition of the test 
samples. Small amounts of impurities and 
deviations from stoichiometry might affect 
the measurements seriously (8). 

In a recent study (10) the problems in 
preparing high-purity Fe,P in stoichiometric 
or nonstoichiometric form were critically 
examined. The homogeneity range of the 
Fe,P phase was carefully determined for 
temperatures up to 1100°C. In addition, the 
crystal structure of pure, stoichiometric 
FezP was accurately refined from room 
temperature X-ray diffraction data. 

With these new results at hand we decided 
to reexamine Fe,P by Miissbauer spectro- 
scopic methods. A number of Mossbauer 
studies of Fe,P have been reported previously 
(5, 6, 9, II-Z4), but only limited conclusions 
have been drawn from the experimental 
information. 
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In the present study, our interest has been 
focused on three particular problems. First, 
we have reexamined our previously proposed 
assignment (14) of the components in the 
Miissbauer spectra to the two nonequivalent 
types of iron atom in the Fe,P structure. 
Second, we have attempted to determine the 
type of defects occurring in the structure of 
nonstoichiometric Fe,P. In this connection we 
found it interesting to compare the situation 
in Fe,P with that in the isostructural com- 
pound Mn,P (15). We have therefore included 
an X-ray diffraction study of a nonstoichio- 
metric Mn,P crystal. Third, we have studied 
the magnetic structure of Fe,P and the 
behavior at temperatures in the vicinity of 
the magnetic transition in order to examine 
the unusual temperature dependence of the 
MSssbauer spectrum as mentioned by Roger 
(0 

1.2. The Crystal Structure of FezP 
For the purposes of the following discus- 

sions a brief description of the crystal structure 
of Fe,P is given here. 

Accurate crystallographic data for the Fe,P 
structure arch presented in (ZO), and the inter- 
atomic distances as given in Table 1 are 
reproduced from that work. 

The hexagonal unit cell of Fe,P contains 
six iron atoms situated on two threefold 
positions: Fe(l) and Fe(2), and three phos- 
phorus atoms situated on one twofold: 

TABLE I 

INTERATOMIC DISTANCES IN FezP (A) (DISTANCES 
SHORTER THAN 3 .lw ARE LISTED) 

Fe( I)-2P(l) 2.2147(4) Fe(ZtlP(2) 2.3787(7) 
-2P(2) 2.2936(5) -4P(l) 2.4833(2) 
-2Fe(l) 2.6102(12) -2Fe(l) 2.6301(7) 
-2Fe(2) 2.6301(7) -4Fe(l) 2.7082(4) 
-4Fe(2) 2.7082(4) -4Fe(2) 3.0873(4) 
-2Fe(l) 3.4581(2) -2Fe(2) 3.4581(2) 

-lP(2) 3.4889(7) 

P(1 t3Fe(l) 2.2147(4) 
-6Fe(2) 2.4833(2) 
-3P(l) 3.3877(l) 
-2P(l) 3.4581(2) 

P(2)-6Fe(l) 2.2936(5) 
-3Fe(2) 2.3787(7) 
-2P(2) 3.4581(2) 
-3Fe(2) 3.4889(7) 

O@O@ 
kill kl2I Pill PQI 

FIG. 1. The near atomic environments of Fe(l) and 
Fe(2) in Fe2P. 

P(l), and one singlefold: P(2), position. The 
crystal structure can be described in terms of 
coordination polyhedra of iron atoms en- 
closing central phosphorus atoms (16). An 
alternative description, due to Fruchart 
et al. (5), emphasizes the environment of the 
phosphorus atoms about the iron atoms. The 
Fe(l) atoms have four near phosphorus 
neighbors situated at the corners of a dis- 
torted tetrahedron, and the Fe(2) atoms have 
five phosphorus neighbors at the corners of 
a distorted square-based pyramid. In addition, 
the Fe( 1) atoms have eight near iron neighbors 
and the Fe(2) atoms ten near iron neighbors. 
The near atomic environment of the two 
types of iron atom is illustrated in Fig. 1. 

2. Experimental Details 

2.1. Mksbauer Spectroscopy 
For the Mijssbauer spectroscopic measure- 

ments we used four different Fe,P samples. 
Samples A and B were selected from the 
material synthesized by Carlsson et al. 
Detailed information on the synthetic tech- 
niques and chemical analytical results is 
given in (10). Sample A, which is identical with 
alloy No. 2 in (ZO), represented the closest 
approach to pure stoichiometric Fe,P attained 
in the work by Carlsson et al., its composition 
being Fe,,,,,P. Sample B was a nonstoichio- 
metric Fe,P specimen. Strongly exposed 
powder photographs for this material revealed 
no diffraction lines from phases other than 
Fe,P. The lattice parameters: a = 5.8585(3) 
A; c = 3.4527(3) A; (throughout the text, 
numbers in parenthesis after numerical 
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values are estimated standard deviations 
referring to the last significant digit) indicate 
a composition corresponding to the formula 
Fe 1.957P. Sample C was taken from a large 
Fe,P single crystal grown from an Fe-P 
melt by the Bridgman method. The starting 
materials for the single crystal synthesis were 
inferior in quality as compared with those 
used in the studies by Carlsson et al. (Za), 
and the total impurity content of the crystal 
was about 0.25 weight %. A lattice parameter 
determination indicated a composition of 
Fe 1.99P for the Fe,P phase. 

Sample D was kindly provided by Dr. D. 
Bellavance. It consisted of single crystals 
prepared by molten salt electrolysis in exactly 
the same manner as described by Bellavance 
et al. (7). According to this reference, the 
crystals should be nonstoichiometric with a 
composition corresponding to the formula 
Fe,.,P. However, the material was later 
reported to contain appreciable amounts of 
impurities, mainly carbon contamination 
introduced from the graphite electrode and 
crucible during electrolysis (8). We deter- 
mined the Fe,P lattice parameters for the 
electrolytic crystals by the technique described 
in (10). The values deviated insignificantly 
from those reported in (IO) for stoichiometric 
Fe,P. A wet-chemical analysis using the 
methods described in (10) gave 77.53 wt.% 
iron and 21.90 wt. ‘A phosphorus. 

The samples were crushed to a fine powder, 
thoroughly mixed with boron nitride powder 
in the approximate proportions 1: 15, and 
pressed to circular discs with 5 or 10 mg/cm2 
of natural iron. The available amount of 
Sample B was so small that the average 
surface density for this absorber was only 
2 mg/cm2. 

The discs were mounted in a variable 
temperature cryostat or a furnace, and 
transmission Mijssbauer spectra were re- 
corded at typically ten different temperatures 
in the range 15-900 K, using a room tem- 
perature 57CoPd source. The temperatures 
were controlled to within +0.3 degrees. 

In the analysis of the Mijssbauer spectra the 
experimental data were fitted to various 
sets of lorentzian lines by the least-squares 
method, using a modified version of the 

program described in (17) and an IBM 
370/l 55 computer. 

2.2. X-Ray Difraction 
Our X-ray crystallographic work was 

based on diffraction data for a nonstoichio- 
metric Mn,P crystal collected more than 
ten years ago in connection with studies of 
manganese phosphides (1.5). Owing to the 
lack of adequate computing facilities no 
crystal structure refinement was carried out 
at that time. 

The crystal was picked from a two-phase 
Mn,P + MnP alloy, which had been annealed 
at 1070°C and quenched. The lattice para- 
meters of the Mn,P phase as obtained by 
X-ray powder diffraction methods were 
a = 6.059 A; c = 3.440 A; with an estimated 
relative error less than 0.04’%. For stoichio- 
metric MnzP the cell dimensions obtained 
were a = 6.081 A; c = 3.460 A. The relation- 
ship between the composition and the lattice 
parameters for the Mn,P phase has not been 
determined quantitatively. By comparing the 
results for Mn,P (15) with those for Fe,P 
(10) and assuming a similar lattice parameter 
versus composition relationship in the two 
cases, we estimated the composition of the 
Mn,P phase in the quenched alloy to lie 
in the vicinity of 34.5 at. % phosphorus. If 
the single crystal selected was a representative 
specimen for the Mn,P phase in the quenched 
alloy, its composition would thus correspond 
to the formula Mn, .gP. 

The crystal was mounted along the hexag- 
onal c axis and diffraction data for the 
(hk0) reflexions were recorded in a Weissen- 
berg camera with zirconium-filtered MoK 
radiation using the multiple film technique 
with thin iron foils as absorbers between 
successive films. The intensities were estimated 
visually by comparison with an intensity 
scale prepared from timed exposures of one 
reflexion from the crystal. The crystal had a 
fairly uniform cross-section of less than 
0.05 mm. The effects of absorption were 
estimated to be very small and were neglected 
in the refinement. The numerical treatment 
of the data was carried out on an IBM 
3701155 computer using standard types of 
crystallographic programs. In the structure 
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refinement 58 observed (hk0) reflexions were 
used, and weights for the observed structure 
factors were assigned according to Cruick- 
shank’s formula (18). The structure data for 
stoichiometric Mn,P (I 5) served as the starting 
point in the refinement, which was performed 
by means of the full-matrix least-squares 
program UPALS (19). Atomic scattering 
factors and dispersion corrections were taken 
from (20) and (21) respectively. The following 
parameters were refined : one scale factor, one 
positional parameter for each of the two 
nonequivalent manganese positions, one iso- 
tropic temperature factor for each of the two 
manganese and the two phosphorus positions, 
and one occupation parameter for the Mn 
(1) position (keeping the occupation para- 
meters for the remaining atoms fixed). The 
refinement converged rapidly. The observed 
structure factor values for the very strongest 
reflexions were, however, appreciably smaller 
than the calculated values, presumably due 
to extinction effects. A subsequent refinement, 
with the four strongest reflexions excluded, 
gave parameter values, which did not differ 
by more than one standard deviation from 
those in the first refinement. The conventional 
R value 

with all reflexions included was 0.070, and 
with the four strongest reflexions excluded it 
was 0.06 I. 

3. Results 

3.1. Assignment of the Components in the 
Miissbauer Spectrum of Stoichiometric Fe,P 

The room-temperature Miissbauer spect- 
rum of Fe,P can be resolved into four absorp- 
tion lines, two of which have a lower intensity 
than the remaining pair. Since there are two 
crystallographically nonequivalent iron atoms, 
Fe( 1) and Fe(2), in the Fe,P structure it 
seems reasonable to associate one pair of 
lines in the Mossbauer spectrum with each 
of the two types of iron atom. In a previous 
study (24) we tentatively proposed an assign- 
ment based on the following arguments. 
Crystal structure refinements of Mn,P and 

Ni,P, which are isostructural with Fe,P, 
indicate that the thermal vibrations are larger 
for the Mn(2) or Ni(2) positions than for 
the Mn(1) or Ni(l) positions (25). We inferred 
by analogy that a similar situation prevails in 
Fe,P. This implies that the recoil-free fraction 
for the Fe(2) atoms should be smaller than 
that for the Fe(l) atoms. Accordingly, we 
assigned the low-intensity pair of absorption 
lines to the Fe(2) atoms. 

With the presently available information 
we can now reexamine the arguments on a 
more quantitative basis. An accurate structure 
refinement of a strictly stoichiometric Fe,P 
crystal (IO) has shown that there is indeed a 
significant difference between the thermal 
vibrations for Fe(l) and Fe(2). The isotropic 
thermal vibration parameters obtained were 
B = 0.42(2) A” for Fe(l) and B = 0.58(2) A’ 
for Fe(2). The corresponding room tempera- 
ture recoil-free fractions f, as calculated from 
the expression 

,f= e-w21~), 

where J. is the gamma ray wavelength, are 
0.73 1) and 0.68(l), respectively. 

The analysis of the intensities in Mossbauer 
spectra, particularly in cases where the lines 
are overlapping, is complicated by the 
saturation effects occurring in absorbers of 
finite thickness. There are several ways of 
estimating the intensities corresponding to 
the ideal case of zero thickness of the absorber. 
One way is to measure the intensities for 
several absorber thicknesses and extrapolate 
to zero thickness. 

It turns out that in order to make reasonably 
thin homogeneous absorbers the grain size 
should, due to the high recoil-free fractions 
in Fe,P, be less than 1 pm. Such absorbers 
were prepared, but they showed very broad 
absorption lines probably due to strains and 
deformations introduced during the grinding, 
and they could not be used for reliable 
intensity measurements. 

An alternative way is then to try to correct 
the spectra (recorded with slightly larger 
grains -10 hrn), using theoretical expressions 
for the transmission of the gamma radiation 
through the absorbers. We used the fast Four- 
ier transform technique (22) to reduce the 
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FIG. 2. Massbauer spectrum of Fe,P (Sample A) 
recorded at 295 K, and the deconvoluted absorption 
probability of the same spectrum (below) using the 
Fast Fourier Transformation (FFT). Fe(2), ----; 
Fe(l), -.-.-. . 

room temperature spectra to the corres- 
ponding absorption probabilities in the absor- 
ber. The result depends sensitively on the 
local thickness of the absorber (most Moss- 
bauer powder absorbers contain appreciable 
amounts of “holes”) and to a lesser extent 
on the filtering functions and source line- 
width. Figure 2 shows one measured spectrum 
and the corresponding absorption probability 
obtained using the nonresonant background 
estimated from the recoil-free fractions given 
above and an average grain size as found in a 
microscopic investigation of the powdered 
samples used. The relative intensities of the 
two pairs of lines in the Mijssbauer spectrum 
change from 0.90(2): 1 to 1.06(2): 1. (It is to 
be observed that in the fitting procedure the 
intensity is constrained to be the same for 
the two lines in each pair.) The change in 
relative intensities is in the expected direction 
since the doublet buried in the central absorp- 
tion maximum is most affected by the satura- 
tion effects. It is, however, still difficult to 

l 2 mm/s 

FIG. 3. Mijssbauer spectra of Fe2P (Sample A) 
recorded at 490 K (top) and 900 K (bottom). 

make an unambiguous assignment of the 
components to the crystallographic positions. 

A third way to attack the problem is to 
study the temperature variation of the inten- 
sities in the Miissbauer spectra, as exemplified 
in Fig. 3. From the room temperaturef-factors 
given above, the Debye temperatures were 
calculated to be 385(10) K and 330(10) K. 
Using the Debye model the&factors for the 
whole temperature range were calculated. In 
the thin absorber approximation the intensity 
of an absorption line I is proportional to the 
effective thickness t given by 

t = nfwao, 

where n is the number of resonant nuclei 
per unit area, w is the relative transition 
probability and co is the resonance absorption 
cross section. In the paramagnetic region 
o = l/2 for all individual lines, whereas in 
the ferromagnetic region o varies betweeen 
l/4 and l/12 for the different lines in the 
sixfold sets. Taking the most intense lines as 
representative for the intensity we put 
o = l/4 in the ferromagnetic region. Within 
the thin absorber approximation, the cal- 
culated relative intensities as functions of 
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FIG. 4. Calculated relative intensities (shaded areas), in the absence of saturation effects, and experimental 
values for Fe(l) and Fe(2) as function of a reduced effective absorber thickness d=f.o (see Section 3.1). The 
numbers in parentheses are the temperatures of the measurements. 0, above T,; x, below T,; A, from deconvoluted 
spectra. 

absorber thickness on the assumption of 
equal occupation of Fe(l) and Fe(2) are 
shown in Fig. 4. The measured intensities, 
taken from Table II, are also shown in the 
figure and it is evident that for the smallest 
thicknesses good agreement is obtained only 
if Fe(l) in Table II is assigned to the Fe(l) 
position in the crystal. Our previous assign- 
ment (14) based on the room temperature 
measurement, is invalid due to the saturation 
effects that are clearly evident in Fig. 4. The 
result from the Fourier transformed spectrum 
is also included in Fig. 4 and it agrees well 
with the expectations based on the proposed 
assignment. 

3.2. The Defect Structure of Nonstoichiometric 
Fe$ and Related Compounds 

Studies of the lattice parameter variation 
in nonstoichiometric Fe,P (6, 10) show that 
the unit cell dimensions decrease with decreas- 
ing iron/phosphorus atomic ratio. A similar 
contraction of the unit cells occurs in the 
isostructural phases Mn,P and N&P (15) and 
also in the closely related compound Co,P 
(23). The contraction of the unit cells might 
be caused either by metal/phosphorus sub- 
stitution or by the creation of metal vacancies. 
There are several reasons for rejecting the 
first alternative. In a structure, where some 
of the metal atoms are replaced by phos- 

phorus atoms, very short P-P distances 
would inevitably occur. This situation is 
contrary to common crystal-chemical experi- 
ence for structures of this type, where the 
tendency to avoid short P-P contacts is 
quite pronounced (16). Replacement of iron 
atoms by phosphorus atoms in Fe,P would 
give P-P distances of 2.2-2.3 A, while P-P 
distances in metal-rich transition metal phos- 
phides normally exceed 3 A. An analysis of 
the defect structure of Co,P further supports 
the hypothesis of metal atom vacancies (23). 
A crystal structure refinement of a non- 
stoichiometric Co,P crystal indicated a lower 
scattering parameter for one of the two non- 
equivalent cobalt positions. The assumption 
of P/Co substitution as responsible for the 
lower X-ray scattering led to a calculated 
P/Co atomic ratio far outside the limits of 
the phase-analytical results, while the as- 
sumption of cobalt vacancies was in full 
agreement with experimental data. The defect 
structure of Fe,P is not easily susceptible to 
analysis by X-ray diffraction methods, since 
the preparation of nonstoichiometric crystals 
suitable for X-ray work is a difficult experi- 
mental problem. We therefore tried to use 
Mossbauer spectroscopy for the defect struc- 
ture analysis. 

The composition of Sample B corresponded 
to the formula Fe 1.957P. Assuming that the 
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recoil-free fractions are unchanged on passing 
from Samples A to B, the expected intensity 
ratio I(Fe(1)): I(Fe(2)) was calculated in 
the thin absorber approximation in the 
paramagnetic region for (a) all vacancies on 
the Fe(l) position, (b) vacancies equally 
distributed over the twometalpositions, and(c) 
all vacancies on the Fe(2) position. The results 
as well as the experimental ratios are presented 
in Table III. It is evident from the earlier 
discussion (Section 3.1) that the high tem- 
perature experimental ratio should be least 
affected by the systematic errors involved. A 
comparison of this ratio with the corres- 
ponding values for the three different models 
shows that model (c) gives the best agreement. 

One would assume, in view of the thermal 
vibration parameters, that the Fe(l) atoms 
are more tightly bound in the structure, and 

the energy required for vacancy formation 
would accordingly be larger for Fe( 1) than for 
Fe(2). It is interesting to observe that an 
analogous situation seems to prevail in 
Co,P. The crystal structures of Co,P and 
Fe,P are different, but Co(l) and CO(~) are 
close counterparts to Fe(l) and Fe(2), 
respectively, both as regards the atomic 
environments and the thermal vibrations. 
In nonstoichiometric Co,P, the vacancies 
are also most probably distributed on the 
CO(~) positions (23). 

In order to provide material for further 
discussion, we undertook a structure refine- 
ment of a nonstoichiometric Mn,P crystal 
with an estimated composition of Mn,.9P. 
The results are presented in Table IV. For 
comparison, the results obtained previously 
for a stoichiometric Mn,P crystal (1.5) are 

TABLE III” 

Z(Fe(l)/Z(Fe(2) 
Temperature Experimental 

W Model (a) Model (b) Model (c) values 

200 1.02(3) 1.07(4) 1.11(4) 0.89(11) 
300 1.06(3) l.lO(4) 1.15(5) l.OO(2) 
490 1.09(4) 1.14(5) 1.19(5) 1.32(6) 
760 1.18(5) 1.24(5) 1.30(6) 1.44(7) 

0 Expected intensity ratios for Sample B at different temperatures, in the 
absence of saturation effects, calculated for (a) all vacancies on the Fe(l) 
positions; (b) vacancies equally distributed over both iron positions; (c) all 
vacancies on the Fe(2) positions. 

TABLE IV 

CRYSTALL~GRAPHICDATAFOR MnzP AND Mnle9P 

x 

Atom Position” Mn2Pb Mnd 

MnW 3f 0.2546(4) 0.2532(6) 
Mn(2) 3g 0.5943(4) 0.5927(6) 
P(l) 2c f 3 
Pm lb 0 0 

B@*) Degree of occupation 

MnzPb Mnd’ Mn2Pb Mnd’ 

0.23 0.22(4) 1 0.88(3) 
0.43 0.48(5) 1 1 
0.40 0.33(8) 1 1 
0.40 0.58(14) 1 1 

’ Space group P62m. 
* From (15). 
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included in the table. The scattering para- 
meter value of 0.88(3) obtained for Mn(1) 
strongly indicates a vacancy concentration of 
about 10% on this position, which is entirely 
compatible with the estimated composition 
of Mn,,,P for the crystal concerned. 

It is further evident from Table IV that the 
thermal vibration parameters change in- 
significantly on passing from the stoichio- 
metric to the nonstoichiometric crystal. This 
supports indirectly the assumption we made 
for Fe,P in interpreting the Mossbauer 
spectrum of Sample B. 

The difference in vacancy distribution 
between Mn,P on the one hand and Fe,P 
and Co,P on the other still remains to be 
accounted for. We propose a tentative quali- 
tative explanation in terms of free energy 
differences as follows. 

The thermal vibrations for the Me(2) 
atoms (Me = Mn, Fe, Co) are larger than 
those for the Me(l) atoms, which means that 
a larger entropy of vibrations is associated 
with the Me(2) atoms. We assume that for all 
three types of crystal the creation of vacancies 
at the Me(l) positions increases the internal 
energy more than a corresponding number 
of vacancies at the Me(2) positions. The 
free-energy contribution due to the entropy 
of mixing is the same, irrespective of the type 
of vacancies. 

The difference in free energy between 
a crystal with only Me(l) type vacancies and 
a crystal with only Me(2) type vacancies 
will contain one positive term AU due to the 
difference in internal energies and one nega- 

tive term -TdS due to the difference in 
vibrational entropy between the Me(2) and 
Me(l) atoms. As long as the AU term domin- 
ates, the crystal with Me(2) type vacancies 
will be the stable one. However, the TAS 
term increases with increasing temperature. 
Eventually, this contribution to the free 
energy might outweigh the AU contribution, 
and the crystal with Me(l) vacancies becomes 
the more stable one. 

In our interpretation, Mn,P which has the 
largest difference in thermal vibration para- 
meters, conforms to the latter situation, while 
for Fe,P and Co,P the vibration entropy 
contribution is not large enough to balance 
the internal energy term at those temperatures, 
where an appreciable number of vacancies 
begin to be formed. 

3.3. The Magnetic Structure of FezP 
As is evident from Fig. 5 and Table II there 

is a rather large difference in magnetic 
hyperfine field for the two iron atoms in the 
structure. If we assume that the same relation 
between magnetic moment and hyperfine 
field holds for both Fe(l) and Fe(2) we can 
derive values for the individual moments. 
Using the magnetic hyperfine field values 
obtained at low temperatures in the present 
study, and the recent magnetic moment 
value of 1.46(4) pclg per iron atom (24) we 
obtain 1.14(4) pB and 1.74(4) PB for Fe(l) 
and Fe(2), respectively. From single crystal 
magnetization measurements it is known 
that the moments are directed along the 
c-axis (24). 

-5 -4 -3 

FIG. 5. Miissbauer spectrum of Fe2P (Sample A) recorded at 80 K. Fe(2), ----; Fe(f), -.-.-, 
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FIG. 6. Magnetic hyperfine fields as function of temperature. Sample A, +; Sample C, o ; Sample D, A. 

Goodenough (25) has recently discussed 
the magnetic properties of transition metal 
pnictides M,X in terms of the itinerant 
electron model assuming that only the 3d- 
bands have a finite density of states at the 
Fermi level, whereas the 4s band is empty. 
The magnetic properties therefore reflect 
only the number of 3d electrons per transition 
metal atom. In Fe,P it is suggested that this 
number is (6.5 - S) and (6.5 + 6) for Fe(l) and 
Fe(2), respectively. The corresponding mag- 
netic moments have the spin-only values 

Rel density 
t 

(1.5 - 6) ,& and (1.5 +6) pLg. Using the 
magnetic moments obtained above we can 
calculate 6 to be 0.32(4) and the number of 3d 
electrons should be 6.18(4) for Fe(l) and 
6.82(4) for Fe(2). 

Using AR/R = -8.7. 10e4 (26) and the 
atomic Hartree-Fock electron densities cal- 
culated by Blomquist et al (27) for 3d6.184s04p0 
and 3d6.824.so4po and a relativistic correction 
[28], a difference in isomer shift of 0.27(4) 
mm/s is predicted between Fe(l) and Fe(2), 
the latter having the largest isomer shift with 

0+ 1 
0 50 WI 150 200 250 300 K 

FIG. 7. Relative intensity of the ferromagnetic phase as a function of temperature. Sample C, +-.-.-; Sample 
D, 0 ---; Sample A, n ----. 
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respect to iron metal. This is in good agreement 
with the difference found experimentally 
(0.26(l) mm/s) and the relative order is also 
correctly described. 

In order to obtain absolute agreement with 
the usual calibration curves for 57Fe isomer 
shifts (calculated using ionic states) about one 
4s electron has to be invoked. The difference 
can probably be as well explained by the fact 
that in Fe,P, the d-electrons are only partly 
localized and hence are less effective in 
screening the 3s electrons from the nuclei. 

3.4. The Magnetic Transition 

As is evident from Fig. 6 the transition 
between the para- and ferromagnetic states 
does not display the usual Brillouin type 
behavior. The transition is well defined for 
Sample A occurring at 214.5(1.0) K, whereas 
for Samples C and D there is a rather large 
temperature region in which both a para- and 

I- 

r 

-4 -3 -2 -I cl .I .2 .3 .4 mmh 

FIG. 8. MGssbauer spectra of FezP (Sample D) at 
217 K:(top) and 205 K (bottom). Fe(2), ----; Fe(l), 

a ferromagnetic structure is seen in the 
Mbssbauer spectra. The relative intensity 
of the ferromagnetic part of the spectra is 
shown in Fig. 7. 

The abrupt change of magnetization at the 
transition can be interpreted as due to a 
first-order transition. Several first-order tran- 
sitions from antiferro- to paramagnetism 
have been reported involving 3d elements, 
e.g., ZnCr,O, and MgCr,O, (29), CrAs 
(30), and NiS (31). Among the lanthanides an 
example is afforded by europium metal (32), 
and it has recently been shown that also the 
transition in NpS is of this type (33). First- 
order transitions associated with the onset of 
ferromagnetism seem to be more scarce, 
MnAs (35) being one example. In those cases 
where the transition has been studied using 
the Mossbauer effect, a transition over an 
extended temperature range of the type found 
for Samples C and D (Fig. 8) is often reported. 

It has been suggested that this broad 
transition region may be due to differences in 
temperature within the sample. In the present 
study this possibility can be ruled out since 
the boron nitride used in the absorbers is a 
good thermal conductor. Very recently (36) 
it has been shown that when mechanical 
strain is applied to the absorber, a broadening 
of the type found for Samples C and D is 
produced. We therefore suggest that since all 
hyperfine parameters are found to be closely 
the same for Samples A, C, and D, the origin 
of the transition region is due to microstrains, 
due for instance, to the presence of impurities 
or otherwise introduced during the thermal 
history of the samples. This view is further 
supported by the fact that for nonstoichio- 
metric Fe,P, Sample B, the transition region 
starts at -160 IS and proceeds to much lower 
temperatures. 

In all the Fe,P samples there is a change in 
electron density at the iron nuclei at the 
transition giving a discontinuous increase in 
isomer shift for Fe(l) of -0.09 mm/s and a 
decrease of -0.06 mm/s for Fe(2) (Fig. 9) on 
passing towards the ferromagnetic state. 

From a point charge lattice sum using the 
formal valences of the metal atoms given by 
Goodenough (25) a calculation of the sym- 
metry and direction of the efg tensor for 
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FIG. 9. The isomer shifts, relative to an iron metal absorber at 295 K, as function of temperature. 

the two crystallographic iron positions was 
made. It was found, that the principal axis 
(I’,,) of the efg tensor was parallel to the 
c-axis for Fe(l), while for Fe(2) V,, was 
perpendicular to the c-axis, and that the 
asymmetry parameter r of the efg tensor was 
0.3 and 0.1, respectively. From a diagonaliza- 
tion of the full hyperfine hamiltonian with the 
above calculated values and the fact that the 
magnetic hyperfine fields are parallel to the 
c-axis (24) it seems that the change in A 
(Fig. 10) at the ferromagnetic transition is 

compatible with a constant electric quadrupole 
interaction (e”qQ) for both lattice sites. 

There have been several theoretical dis- 
cusssions as to the mechanisms of first order 
magnetic transitions. All models assume that 
the free energy of the system under study 
contains additional terms besides the usual 
bilinear exchange hamiltonian. The first 
suggestion was that the biquadratic exchange 
term was of significance (37). This view was 
later critically examined by Harris (38) who 
showed that at least part of the deviations 

t 

0.0 I I I 
0 2w ‘ml 

* 
600 Bca TinK 

SAMPLE A 

FIG. 10. Electric quadrupole splittings d as function of temperature. Above T,, A is the doublet splitting, 
equal to (e’qQ)/2) d(l + $/3)1/2, and below T,, the usual definition ofd, whentheelectricquadrupoleinteraction 
is small compared to the magnetic, is used; i.e., A = (ul + u6)/2 - (u2 + t4/2, where ui is the velocity at the ith 
absorption line. 
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from Brillouin type behavior could be 
explained through more accurate calculations 
using the bilinear exchange hamiltonian. 
Lines and Jones (39) showed that the anoma- 
lies in the magnetization curves for MnO 
and MnS could be explained in terms of 
anisotropic magnetostrictive terms in the 
free energy. Blume (40) suggested that the 
first-order magnetic phase change could be 
interpreted in terms of the mixing of a low- 
lying excited state into the ground state 
through the action of a bilinear, isotropic 
exchange interaction. Later, Allen (41) ex- 
amined the effects of quadrupole-lattice 
interaction terms in the hamiltonian. 

As regards the magnetic transition in 
Fe,P, the fact that a transition region is 
found for all samples (except for sample A 
where insufficient temperature stability is 
the most likely cause of the occurrence of 
two components at 214 K) indicates that the 
magnetoelastic effects are quite important 
in this compound. Preliminary X-ray diffrac- 
tion studies (42) indicate that there is a 
change in lattice parameters of the order of 
0.1 % at the transition. 

In general, hysteresis effects are expected 
since in the ferromagnetic state the exchange 
energy is present and stabilizes this state to a 
higher temperature as compared to the 
passage from the paramagnetic to the ferro- 
magnetic state. In the Mijssbauer spectra no 
hysteresis was found. However, in the 
magnetization measurements on Sample A 
(24) a small hysteresis was observed and the 
ferromagnetic to paramagnetic transition 
occurred about 0.7” higher in temperature 
than the paramagnetic to ferromagnetic 
transition. The virtual absence of hysteresis 
in the Mossbauer measurements is probably 
due to the initially larger oscillations in 
temperature when the temperature is stabilized 
at a new value. 

From Fig. 6 it is evident that the Curie 
temperature in the absence of the first order 
transition should occur at about 250 K in 
reasonable agreement with earlier magnetiza- 
tion measurements (4) using relatively strong 
magnetizing fields. It therefore seems that a 
strong external magnetic field will stabilize 
theferromagneticphasetohighertemperatures. 

It is interesting to note that the para- 
magnetic Curie temperature as deduced 
from the Curie-Weiss law is reported to 
be 464 K (43). The surprisingly large difference 
between ferro- and paramagnetic Curie 
temperatures indicates that the strength 
of the exchange interaction is strongly 
temperature dependent, being smaller at low 
temperatures. 

4. Conclusions 

From a detailed Mbssbauer study an 
unambiguous assignment of the components 
in the spectra to the two nonequivalent iron 
atoms in Fe,P has been made. The ordering 
of vacancies in nonstoichiometric Mn,P and 
Fe,P is found to be different, in Mn,P the 
vacancies are predominantly found on Mn(l) 
positions, whereas in Fe,P they are found 
mainly on Fe(2) positions. The magnetic 
hyperfine fields, extrapolated to 0 K are 
found to be 11.4(1)T and 18.0(1)T for Fe(l) 
and Fe(2), respectively. The corresponding 
magnetic moments are I .14(4) pB and 1.78(4) 
,uB, respectively and can be interpreted in 
terms of the itinerant electron model discussed 
recently by Goodenough (25). The magnetic 
transition is proposed to be of first order due 
to magnetoelastic effects. The isomer shifts 
show a discontinuous change at the Curie 
temperature 214.5 (l.O)K, whereas the electric 
quadrupole interaction seems to be fairly 
constant. The results indicate that the ex- 
change interaction is strongly temperature 
dependent. 
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